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INTRODUCTION

• I’d	like	to	talk	about	the	emergence	of	large-language	models	
including	ChatGPT.
• I	would	like	to	convince	you	of	their	importance	and	impact	by	
examining	their	current	applications.
• Then	I’d	like	to	describe	how	and	why	I	think	the	field	of	
scientometrics will	need	to	adapt	to	this	new	technology.



SUMMARY

• Brief	demonstration
• Communicate	an	arc	of	progress
• Conclude	with	recommendations	or	opportunities



THE PAST



Jean-Paul	Benzécri (1932	– 2019)

• Developed	and	popularised	correspondence	analysis
• Necessary	technique	for	nominal	data
• Displays	and	embeds	of	rows	and	columns
• Linguists	found	this	technique	invaluable	for	examining	word	usage	
patterns
• Precursor	for	science	maps
• Parallel	and	later	integrated	with	other	techniques	(PCA,	SVD)



The	AI	Winter

• Noam	Chomsky
• Influential	linguist	and	cognitive	
scientist
• Argues	for	a	“deep	structure”	to	
language
• Transformational	rules

• Cognitive	scientists	attempted	
the	same	when	encoding	
knowledge
• Automated	translation	promised
• Major	funders	became	
disenchanted



Information	Retrieval

• Gerard	Salton	and	Michael	J.	
McGill	
• Introduction	to	Modern	
Information	Retrieval	(1982)
• Pioneered	the	vector	space	
model
• Queries	and	documents

• Scott	Deerwester,	et	al.
• Bell	Labs
• Latent	Semantic	Indexing
• Applies	data	reduction	to	vector	
spaces
• Eliminates	noise,	finds	related	
words
• Early	form	of	embedding



Deerwester,	et	al.	(1983),	p.	8



Scientometrics

• Eugene	Garfield	(1925	- 2017)
• Comprehensive	citation	index
• Co-citation	analysis
• Bibliometric	coupling
• Main	path	analysis



Newer	Methods

Topic	models
• Including	latent	Dirichlet	
analysis	(LDA)	and	non-negative	
matrix	factorisation	(NMF)
• Probabilistic	or	distributional	
assumptions	on	the	data
• Unsequenced “bag	of	words”

Embedding	models
• Word2Vec
• Stochastic	Network	Embedding	
(TSNE)	(Van	der	Maaten and	
Hinton,	2012)



Problems	and	issues

• Lack	of	a	standard	vocabulary
• Lack	of	a	reference	implementation
• Necessary	computation
• Incompressible	language
• Non-linearity
• Visualising	high	dimensional	spaces



THE PRESENT

Large	Language	Model	Questions

• What	are	they?
• How	are	they	made?
• How	are	they	used?
• How	do	they	work?
• How	can	we	best	understand	them?
• What	do	they	do?



What	are	they?

• Large	Language	Models	are	neural	networks
• Large	quantities	of	data,	deep	structure,	and	clever	input	make	them	
effective
• I’ll	briefly	describe	their	architecture	and	transformation	steps



New	Advances

• The	unreasonable	effectiveness	of	data	(Halevy	et	al.	2009)
• Deep	learning	(Hinton	et	al.	1986;	Hinton	et	al.	2006)
• Recursion	(c.f.	Elman	1990)

• Attention	is	all	you	need	(Vaswani	et	al.	2017)



Transformer	Models

Encoding
BERT

Decoding
GPT
Generative 
Pretrained 
Transformer

Bidirectional 
Encoder 
Representation



How	are	they	made?

Somewhere	in	these	architectural	choices	performance	
improvements	are	made

• Tokenisation	and	embedding
• Positions	and	sequences
• Normalisation	and	activation
• Parameters	and	layers
• Data	and	training



How	are	they	used?



How	can	we	best	understand	them?



“A	blurry	JPEG	of	all	the	text	on	the	Web.”

“Think	of	ChatGPT as	a	blurry	JPEG	of	all	
the	text	on	the	Web.	It	retains	much	of	
the	information	on	the	Web,	in	the	
same	way	that	a	JPEG	retains	much	of	
the	information	of	a	higher-resolution	
image,	but,	if	you’re	looking	for	an	exact	
sequence	of	bits,	you	won’t	find	it’	all	
you	will	ever	get	is	an	approximation.”

“Indeed,	a	useful	criterion	for	gauging	a	
large	language	model’s	quality	might	be	
the	willingness	of	a	company	to	use	the	
text	that	it	generates	as	training	
material	for	a	new	model.”

“Sometimes	it’s	only	in	the	process	of	
writing	that	you	discover	your	original	
ideas.	.	.	Your	first	draft	isn’t	an	
unoriginal	idea	expressed	clearly;	it’s	an	
original	idea	expressed	poorly.”

Chiang	(2023)



“Behold	the	shoggoth”

(	Farrell	and	Shalizi,	2023	)



“We	want	to	believe”

(art	by	Alexis	Poles,	
referenced	by	Baussells
2015)



How	do	they	work?
Attention	Heads

Layers

Parse	Trees

Wolfram	(2023)



Probing	Classifiers

A	Primer	in	BERTology (Rogers	et	al.	
2020)
• Probing	Classifiers	(Belinkov 2021)
• Fill-in-the-gap	Probes
• Analysis	of	Self-Attention	Weights



What	do	they	do?

• Collecting	data
• Co-teaming	with	OpenAI
• Implementation
• Pre-processing
• Analysis
• Visualisation



Collecting	Data



Co-Teaming	with	OpenAI



Implementation



Preprocessing



Analysis



Visualisation



THE FUTURE

Challenges	for	Scientometrics
• Scientific	language	is	not	just	natural	language
• We	need	to	represent	more	than	words	(authors,	institutions,	references,	
citations,	patents)
• Attention	windows	are	too	short	(about	400	words)
• Scientific	knowledge	is	embodied	in	communities,	over	time
• We	need	to	do	more	than	chat	with	LLM	outputs
• Most	of	us	can’t	afford	the	compute	to	calculate	our	own	models
• Correctness
• Reasoning



Opportunities

• There	is	an	active	community	experimenting	with	what	works
• The	parameters	of	these	models	have	leaked	and	are	readily	available
• Fundamental	and	hybrid	algorithms
• Models	of	scientific	text	(SciBERT,	SciSciNet )	(Beltagy,	et	al.	2019;		Lin	et	
al.	2023)

• The	model	has	language	capabilities,	and	it	transports
• Probing	the	networks	for	science	(Rogers	et	al.	2020)
• Distilling	the	networks	(Hinton	et	al.	2014)



Uptake

• Quite	limited
• Most	of	the	work	applies	bibiometrics to	machine	learning
• But	see	Sachini et.	al	(2022)	 in	a	recent	publication	in	Quantitative	
Science	Studies using	BERT	for	classification



Continuing	Need

• We	still	need	scientometrics
• “Science	of	scientific	knowledge”
• Applied	purposes	as	well
• Communicating	
• Tracking	new	knowledge
• Technological	problem	solving	(Swanson	1986;	Smalheiser and	Swanson,	1998)
• Building	research	ecologies	and	districts



RECOMMENDATIONS

• We	need	to	move	to	open-source	computing	languages	including	
Python	and	R.
• The	scientometric community	needs	to	take	advantage	of	the	large	
computational	investments	going	on	in	LLM,	including	BERT.
• We	should	take	serious	notice	of	the	architectures	behind	these	
models.
• The	availability	of	these	models	should	stimulate	new	sorts	of	
scientometric questions,	and	new	applications	for	the	policy	and	
management	communities.



CONCLUSIONS

• I’ve	presented	a	reflexive	account	of	LLM
• I	hope	to	have	contributed	by	making	LLM	an	object	of	study,	and	also	
by	advocating	the	use	LLM	to	facilitate	our	own	studies
• I	think	that	LLM	have	solved	the	long-standing	problem	of	effective	
representations	of	text
• You’ve	permitted	me	an	opportunity	to	experiment	with	ChatGPT in	
the	making	of	this	presentation



Appendix:	Extra	Slides



Tokenisation	and	Embedding

Tokenisation
• Stop	words	and	stemming
• Byte	Pair	Encoding
• SentencePiece library

Embedding
• Embedding	of	words	in	high-
dimensional	spaces
• Spaces	encode	meaning
• Word2Vec	was	one	of	the	leading



Position	and	Sequence

• Position
• The	order	of	the	word	in	the	
sentence	is	important	to	meaning
• Grammar	and	syntax;		other	
poorly	understood	reasons	
• We	need	to	encode	this

• Sequence
• Addressing	by	repeated	parsing	or	
scanning	
• Recurrent	Neural	Networks
• Learn	the	words	which	matter
• Attention



Normalisation	and	Activation

Normalisation
• The	layers	are	constantly	being	
rescaled	back	to	a	unit	length

Activation
• The	layers	use	a	non-linear	
transformation
• This	enables	a	more	expressive	
representation
• Rectified	Linear	Unit	(ReLU)
• Returns	non-negative	values



Parameters	and	Layers

• A	small	ChatGPT model	contains	
12,873,072	parameters

• Attention	heads	[A] 4
• Embedding	size	[E]													256
• Layers	[L] 4
• Sequence	Length	[S] 512
• Vocabulary	[V]															30,000

• Token	embedding	layers
[V	x	E]

• Position	embedding	layer
[S	x	E]

• Transformer	blocks
[A	x	L	x	E	x	E]



Data	and	Training

Data
• Web	pages
• Books
• Scientific	publications
• Social	media
• Open-domain	question-answering	
data	sets
• Educational	resources
• User-provided	data
• One	trillion	words

Training
• Models	are	batch	trained	and	so	
are	static
• They	are	periodically	retrained
• Applications	fine	tune	the	end	
results	of	the	model
• Researchers	estimate	that	training	
GPT-3	cost	OpenAI around	$5	
million
• Objective	functions	(predicting	
missing	words,	predicting	
sentences)



Realistic

• Question-answering	systems:	
These	models	can	be	deployed	
in	systems	that	provide	answer	
to	relevant	questions	based	on	
context	and	available	
information.	
• It	can	assist	in	these	tasks	by	
offering	guidance,	answering	
questions	about	proper	
procedures,	providing	safety	
instructions,	troubleshoot,	and	
assisting	with	training	manuals.	



Investigative

• Code	generation:	Some	ChatGPT
models	are	tailored	to	
understand	programming	syntax	
and	can	be	used	to	generate	or	
suggest	code	snippets.	
• Sentiment	analysis:	ChatGPT
models	can	interpret	and	
analyze various	sentiments	and	
emotions	within	texts,	providing	
valuable	insights	for	businesses	
and	researchers.	



Artistic

• Gaming	and	storytelling:	
ChatGPT models	enhance	the	
depth	and	variety	of	in-game	
characters,	allowing	them	to	
engage	in	more	natural	and	
responsive	conversations.
• Content	generation:	These	
models	help	create	articles,	blog	
posts,	social	media	content,	and	
more	by	generating	relevant	and	
coherent	text.	

• Creative	writing:	ChatGPT
models	can	assist	aspiring	
writers	by	suggesting	ideas,	
generating	plotlines,	or	even	
creating	dialogues	between	
characters.	



Social

• Customer	service:	ChatGPT
models	are	used	to	create	
chatbots	for	handling	customer	
queries,	improving	response	
time	and	efficiency,	and	reducing	
the	workload	on	human	agents.

• Education	and	tutoring:	These	
models	can	assist	in	education	
systems	by	generating	learning	
material,	answering	questions,	
and	offering	personalized	
instruction.



Enterprising

• Business	Development:	ChatGPT
can	help	develop	business	plans,	
marketing	strategies,	and	sales	
pitches.	It	can	provide	general	
knowledge	about	regulations,	
financial	matters,	or	industry	
trends,	though	it	doesn’t	replace	
the	expertise	of	trained	
professionals	in	financial	or	legal	
fields.	



Conventional

• Language	translation:	These	
models	assist	in	language	
translation	tasks	by	
understanding	the	context	and	
generating	accurate	translations.

• Virtual	assistants:	ChatGPT
models	can	be	integrated	into	
personal	virtual	assistants	to	
provide	smart,	context-aware	
information,	reminders,	and	
other	assistance.	


