
Jianxin Zhu1,2, Yutong Chuang1, Zhinan Wang1,2, ∗, Yunke Li1 
1 Harbin Engineering University, School of Economics and Management 150001, China 
2 Key Laboratory of Big Data and Business Intelligence Technology, Ministry of Industry and Information 
Technology  

Abstract 
In the new energy vehicle industry, precise identification of core technologies is the key to 
promoting innovation and maintaining market competitiveness. In this article, a comprehensive 
approach combining information weight method and SAO-BERTopic topic model is proposed to 
extract and analyze core technologies from large-scale patent data. Through in-depth analysis of 
Incopat patent database, we use the information weight method to select high-quality core patents 
from four dimensions: technological, strategic, law and market value. These selected patents form 
the basis of the research data, which is then applied to the SAO-BERTopic model, which combines 
the advanced semantic understanding capabilities of BERTopic with the fine-structured 
characteristics of SAO analysis, greatly improving the efficiency and accuracy of identifying 
complex technical topics. This innovation of this research is not only applicable to the analysis of 
the technological development of the new energy vehicle industry, but also can provide valuable 
reference for other high-tech industries such as biomedicine, renewable energy and information 
technology. These fields also need to identify core technologies from a large number of patents. 
SAO-BERTopic's structured analysis framework can help these industries to insight into technology 
development trends, identify innovation opportunities, and provide data-driven decision support 
for enterprises, research institutions and governments, thus playing an important role in 
technology planning and market commercialization. 
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 In a globalized economic environment, 
the rapid development of the new energy 
automobile industry has become an 
important symbol of technological 
innovation and industrial transformation[1]. 
China has made remarkable progress in this 
field[2,3]. However, in the face of the 
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strategic layout and potential containment of 
traditional automobile powers such as the 
United States, Europe, Japan and South Korea 
in terms of technology and industrial chain, 
the sustainable growth and competitiveness 
of China's new energy automobile industry 
presents new challenges [4,5,6,7].  

In the research of technological progress 
and innovation, patents and scientific papers 
are indispensable resources. However, due to 
the large scale of these literatures, traditional 
manual analysis methods are difficult to cope 
with, and expert analysis is subjective. 
Therefore, based on the large amount of 
technical information contained in patents 
[8], many scholars have devoted themselves 
to using data mining methods in recent years 



[9]. Among them, the topic model is an 
approach that can automatically extract key 
topics from documents, revealing technology 
trends and areas of innovation. Latent 
Dirichlet Allocation (LDA) is a word 
frequency-based models that may struggle to 
capture semantic complexity [10,11,12,13]. 
Latent Semantic analysis (LSA) has 
limitations in handling word sense diversity 
and polysemy, which can lead to information 
loss when analyzing specialized technical 
documents [14,15]. Correlated Topic models 
(CTM) high computational complexity limits 
its rapid application on large document 
collections [11,16] . 

In view of the limitations of existing topic 
models in the identification of core 
technologies in the new energy vehicle 
industry, we propose an innovative topic 
model— SAO-BERTopic. The model 
combines SAO analysis and BERTopic, an 
advanced natural language processing 
technology, to improve the accuracy and 
efficiency of technology recognition.  

The main innovations of this article are: 
1. By combining SAO analysis and 

BERTopic topic model, we construct SAO-
BERTopic method, which effectively solves 
the problem of identifying deep-level 
technology trends and key innovation points 
in the new energy vehicle industry.  

2. By using the combination of the 
information weight method and the SAO-
BERTopic model, we realize the selection of 
highly innovative and market-valued core 
patents from large-scale data in the patent 
analysis of the new energy vehicle industry 
for the first time, and improve the efficiency 
and accuracy of technology identification.  

 

We adopt an innovative hybrid approach, 
utilizing a phased scientific process to 
identify the core technological topics within 
the new energy vehicle industry. This 

process is divided into six detailed steps (as 
shown in  Figure 1), designed to ensure the 
efficient and systematic extraction, analysis, 
and determination of core technologies from 
a broad range of patent data. After selecting 
patents related to core technologies using the 
information weight method from a large pool 
of patents, the SAO-BERTopic model is 
applied for an in-depth analysis of the 
selected patents. This model identifies the 
core technologies' SAO triplets and defines 
these triplets as specific topics. 

Step One: Patent Selection — The first 
step is to use Incopat patent database to 
download patents, and use the information 
weight method to establish indicators in four 
dimensions of patent technical, strategic, 
legal and market value; Step Two: Textual 
Vector Representation — This step is text 
preprocessing and then vectorization via 
BERT(Bidirectional encoder representation 
from the transformer) model; Step Three: 
Dimensionality Reduction and Clustering — 
In this step, UMAP(Uniform manifold 
Approximation and projection) algorithm is 
used to reduce the dimensionality of the text 
vector, and then HDBSCAN(hierarchical 
densi-based applied spatial clustering with 
noise) algorithm is used to cluster the topic; 
Step Four: SAO Triplet Extraction — Using 
the C-TF-IDF(class-based word frequency-
inverse document frequency) algorithm, SAO 
triples are extracted from the clusters and the 
topic representation is refined using the 
MMR(Maximum marginal correlation) 
algorithm to balance correlation and 
diversity; Step Five: Result Validation — The 
Calinski-Harabasz index and Davies-Bouldin 
index were used to compare the LDA, 
BERTopic and SAO-LDA topic models to 
evaluate the clustering effectiveness. In 
addition, dimensionality reduction 
visualization via UMAP provides an intuitive 
comparison of cluster distributions; Step Six: 
Strategic Recommendations — Based on the 



results, recommendations are made from the 
corporate, industry and governance 
perspectives. 
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 Figure 1: Overall research process 

 

This article uses the Incopat patent 
database to collect data pertinent to the new 
energy vehicle industry, the topics are finally 
refined into five core topics. 

Topic 0 is "Energy Management and 
Power Transmission Technology in Hybrid 
Electric Vehicles". Topic 1 is "Electric Vehicle 
Charging Systems and Energy Management", 
where the SAO triples contained in topic 1 
focus on describing the functionalities of 
receiving, managing, and providing energy in 
charging panels and systems. Topic 2 is 
"Battery System Integration and Energy 
Efficiency Management", where the SAO 
triples collectively depict various aspects of 
energy storage system design, management, 
and application, including modular 
composition, energy control and 
management, system power supply, and 
integration with electric vehicles. Topic 3 is 
"Electric Vehicle Battery Pack Configuration 
and Structural Design", covering various 
aspects of the physical configuration, 
structural design of battery packs, and how 
these designs impact battery pack 
performance. Topic 4 is "Cathode Materials 
and Composition for Secondary Batteries", 
focusing on the composition and design of 
cathode materials for batteries, especially 

secondary batteries, which directly impact 
battery performance aspects like capacity, 
energy density, charge/ discharge speed, and 
lifespan. 

 

This research successfully applied the 
information weight method to screen high-
quality core patents from a large-scale patent 
dataset, and employed the SAO-BERTopic 
model to identify core technological topics 
from the filtered data. Our empirical analysis 
results highlight the superior clustering 
performance of SAO-BERTopic in identifying 
technological topics in the new energy 
vehicle domain compared to traditional 
models. The approach presented in this 
research, through its efficient processing of 
technical terms and complex concepts and its 
precise screening of patent data, 
demonstrates the ability to identify core 
technologies and drive innovation across a 
wide range of fields. Therefore, this research 
not only has a direct contribution to the 
technological progress of the new energy 
vehicle industry, but also provides a new 
perspective and tool for technology 
identification and innovation management in 
various fields, which is helpful to promote 
the technological development and 
innovation strategy formulation in a wider 
range of fields. 
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